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A B S T R A C T

Crop yield can be affected by crop water use and vice versa, so when trying to simulate one or the other, it can be
important that both are simulated well. In a prior inter-comparison among maize growth models, evapo-
transpiration (ET) predictions varied widely, but no observations of actual ET were available for comparison.
Therefore, this follow-up study was initiated under the umbrella of AgMIP (Agricultural Model Inter-Comparison
and Improvement Project). Observations of daily ET using the eddy covariance technique from an 8-year-long
(2006–2013) experiment conducted at Ames, IA were used as the standard for comparison among models.
Simulation results from 29 models are reported herein. In the first “blind” phase for which only weather, soils,
phenology, and management information were provided to the modelers, estimates of seasonal ET varied from
about 200 to about 700 mm. Subsequent three phases provided (1) leaf area indices for all years, (2) all daily ET
and agronomic data for a typical year (2011), and (3) all data for all years, thus allowing the modelers to
progressively calibrate their models as more information was provided, but the range among ET estimates still
varied by a factor of two or more. Much of the variability among the models was due to differing estimates of
potential evapotranspiration, which suggests an avenue for substantial model improvement. Nevertheless, the
ensemble median values were generally close to the observations, and the medians were best (had the lowest
mean squared deviations from observations, MSD) for several ET categories for inter-comparison, but not all.
Further, the medians were best when considering both ET and agronomic parameters together. The best six
models with the lowest MSDs were identified for several ET and agronomic categories, and they proved to vary
widely in complexity in spite of having similar prediction accuracies. At the same time, other models with
apparently similar approaches were not as accurate. The models that are widely used tended to perform better,
leading us speculate that a larger number of users testing these models over a wider range of conditions likely
has led to improvement. User experience and skill at calibration and dealing with missing input data likely were
also a factor in determining the accuracy of model predictions. In several cases different versions of a model
within the same family of models were run, and these within-family inter-comparisons identified particular
approaches that were better while other factors were held constant. Thus, improvement is needed in many of the
models with regard to their ability to simulate ET over a wide range of conditions, and several aspects for
progress have been identified, especially in their simulation of potential ET.

1. Introduction

Crop and agroecosystem models are essential tools widely used to
evaluate impacts of climate variability and project impacts of future
climate change on agricultural production. To increase confidence in
the use of such modeling tools, it is important that the crop models be
evaluated and tested for accuracy in predicting crop response to climate
factors including rising atmospheric carbon dioxide, warming global
temperatures, and variability in rainfall. Groups within the Agricultural
Model Inter-comparison and Improvement Project (AgMIP) have been
inter-comparing multiple models against each other and against CO2

and temperature response data [wheat (Asseng et al., 2013, 2015;
Cammarano et al., 2016; Maiorano et al., 2017; Wang et al., 2017),
maize (Bassu et al., 2014; Durand et al., 2018), rice (Li et al., 2015;
Hasegawa et al., 2017), potato (Fleisher et al., 2017)]. Simulated eva-
potranspiration (ET) processes and crop water balance relative to cli-
mate variation are critical aspects that influence the accuracy of crop
model predictions, yet relatively few modelers calibrate the ET aspects
of their models (Seidel et al., 2018).

A few comparisons among methods to simulate ET have been done
previously. Sau et al. (2004) evaluated several ET options with the
CROPGRO Faba bean model, by careful comparison to soil water bal-
ance, and concluded that the FAO-56 option (Allen et al., 1998) was
more accurate than the Priestley-Taylor option (Priestly and Taylor,
1972) or the old FAO-24 option (Doorenbos and Pruitt, 1985). In an
inter-comparison among 16 wheat models, Cammarano et al. (2016)
found good agreement with observed water use data from four sites
around the world and a small range in variability among the models. In
contrast, in an inter-comparison among 23 maize models, Bassu et al.
(2014) found a very large range of predictions of ET among the models,
including variations in the ET response to CO2 concentration ranging
between −10 and +30% at 720 μmol/mol. However, there were no

observations of ET or water use in the dataset chosen for that study, so
there was no standard for comparison. Therefore, we initiated another
maize model inter-comparison study to focus on the ET aspects. For this
study, we chose an 8-season-long dataset from Ames, Iowa, USA for
which eddy covariance measurements of ET were available, and the
results from 29 models (Table 1, Supplementary Table S1) are reported
herein.

Approaches for simulating ET in the individual crop models are
listed in Supplementary Table S1 and are briefly summarized here.
Several daily time-step models predict some type of potential evapo-
transpiration (ETp), whereby crop and soil surfaces are presumed to be
wet with insignificant resistance to water loss. Some simply use a
function of solar radiation and temperature (as in Priestly and Taylor,
1972), whereas others use solar radiation, temperature, windspeed and
relative humidity/dewpoint, as well as no longer assuming the surfaces
are wet (Penman-Monteith per Monteith, 1965; FAO56 per Allen et al.,
1998). Temperature-based approaches for computing ETp include
Hargreaves (1975) and Hamon (1963). Some models use a type of en-
ergy extinction coefficient by which the canopy absorbs energy from
the solar radiation as an exponential function of leaf area index (LAI) to
predict potential canopy transpiration (EPp = Kep*ETp), with the re-
maining energy being absorbed by the soil or residue and contributing
to potential soil water evaporation (ESp). This energy extinction coef-
ficient is typically lower than the extinction coefficient used for ab-
sorption of photosynthetically-active radiation for photosynthesis, and
may be close to 0.5 as measured experimentally at 0.52 by Villalobos
and Fereres (1990) and computed theoretically at 0.46 to 0.53 by
Goudriaan (1977) and Goudriaan and Van Laar (1994), and shown to
work well in crop models (Sau et al., 2004; Boote et al., 2008). Actual
soil water evaporation (ESa) is often less than potential ESp, depending
on soil water content, soil conductivities to water vapor loss and to
liquid movement, residue cover, and windspeed. Actual crop
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transpiration (EPa) is a function of potential EPp, root-available soil
water, and crop conductance to water vapor, as well as other possible
factors such as soil salinity or hypoxia under wet conditions. Soil water
available for transpiration is simulated quite differently by different
crop models. Effects of insufficient soil water to meet transpiration
demand cause reduction in dry matter gain and leaf area expansion, and
the crop models also vary considerably in how this is done. A few crop
and ecosystem models are capable of simulating instantaneous (hourly)
energy balance of equilibrium canopy and soil temperature and leaf
conductance, and thus do not require computing ETp (Kim et al., 2012;
Yang et al., 2009; Yin and van Laar, 2005; Pickering et al., 1995; Twine
et al., 2013). Another unique approach is that of the APSIM model, in
which potential transpiration is predicted as a function of potential
daily dry matter gain, a literature-derived transpiration efficiency, CO2

concentration, and daily vapor pressure deficit (Tanner and Sinclair,
1983; Soufizadeh et al., 2018). The actual transpiration is reduced to
account for root-available soil water. Another approach is that of

irrigation engineers (e.g. Allen et al., 2005) who compute a reference
ET (ETo or ETr) following Penman-Monteith using standard values for
canopy conductance characteristic of a short crop (12-cm-tall grass) or
a tall crop (50-cm-tall alfalfa) for ETo and ETr, respectively. Then actual
ET is calculated using a crop (or dual crop and soil) coefficient times the
reference ET (Allen et al., 2005. Recently DeJonge and Thorp (2017)
described an approach to combine the reference ET with dual crop
coefficients in a crop growth model. Variations among these several
approaches to simulate ET were used by the 29 models in this inter-
comparison study.

Therefore, the objectives of this study were to inter-compare the 29
models (Table 1) in their ability to simulate ET, which was determined
by actual eddy covariance data, and then to identify those approaches
which were most accurate.

2. Materials and methods

2.1. Observed data

The observed data came from a commercial farm (N 42°1’, W
93°45’, 329 m) located about 10 km southwest of Ames, IA. Two fields
with Gleysol soils were involved, which alternated between maize and
soybean. One soil was a Clarion fine-loamy, mixed mesic Typic
Hapludoll and the other was a Harps fine-loamy, mesic Typic
Calciaquoll. The fields were subsurface tile-drained, with tiles at a
depth of about 1.5 m. The drains were installed in the early part of the
20th century, and they are positioned across the field to intercept water
from the poorly drained soils. Observations of water flow adjacent to
the field suggest that these tiles did not have any restrictions to water
movement

Each fall the fields were plowed to a depth of 25 cm using a chisel
plow with 76.2 cm centers. During each winter, sufficient precipitation
was received to increase the soil water content to field capacity and
above. Then each spring from 2006 through 2013, as soon as the soil
was dry enough to allow heavy equipment to operate in the field, the
fields were cultivated to a depth of 10 cm, and a medium-season, non-
photoperiod-sensitive maize (Zea mays L.) variety was sown in rows
spaced 76.2 cm apart at a depth of 3.8 cm with a target planting density
of 8.65 plants per m2. Anthesis and maturity (black layer) dates were
recorded for the last six years of the experiment (Table 2), and these
dates were furnished to the modelers at the outset of this exercise. Leaf
area index (LAI) was measured weekly with a LI-2200 (Li-Cor Bios-
ciences, Lincoln, Nebraska, USA) at five areas adjacent to the eddy
covariance tower. In addition, leaf area was measured on 25 plants at
the V2, V6, and VT stages of growth as part of the destructive plant
sampling using a Li-Cor LI-3100 leaf area meter. Leaf area was con-
verted to LAI with stand counts obtained with each vegetative sam-
pling. Above-ground biomass was sampled near anthesis during the last
six of the years, and final grain yields were determined at the end of

Table 1
List of models and their acronyms. (For details about the evapotranspiration
aspects of each, see Supplementary Table S1, List of Models, their evapo-
transpiration (ET) characteristics, and pertinent references.)

Model Name Acronym

Agro-IBIS AGIB
APSIM-maize, SOILWAT (default) Hoffmann AMD
APSIM-maize SWIM Archontoulis AMSA
APSIM-maize SWIM Hoffmann AMSH
APSIM-maize SOILWAT Archontoulis AMW
Aqyield AQY
CropSyst CS
DSSAT-CERES maize ASCE Ritchie DCAR
DSSAT-CERES maize ASCE Suleiman DCAS
DSSAT-CERES maize FAO56 Ritchie DCFR
DSSAT-CERES maize FAO56 Suleiman DCFS
DSSAT-CERES maize Priestly-Taylor Ritchie DCPR
DSSAT-CERES maize Priestly-Taylor Suleiman DCPS
Expert-N - GECROS - Maize XNGM
Expert-N - SPASS - Maize XNSM
IXIM IXIM
JULES-crop JUL
MAIZSIM Daily MZD
MAIZSIM Hourly MZH
MCWLA MCW
MONICA MNCA
PEGASUS PGSS
RZWQM2 RZWQ
SALUS SLUS
SARRAH SARA
SIMPLACE LINTUL5 FAO56 SLIM3 CanopyT SLFT
SIMPLACE LINTUL5 Hargreaves SLNH
STICS_ETP_ READ_Penman_LUE STCC
STICS_ETP_ SW_calc STSW

Table 2
Dates and days of year (DOY) of planting, anthesis, and maturity of the maize crops for each of the years. Also listed are the number of days from 41 days after
planting to 20 days before maturity and the number of days for the whole growing seasons from planting to maturity.

Planting Anthesis Maturity Number of days from 41 after
planting to 20 before maturity

Number of days from
planting to maturity

Year Date DOY Date DOY Date DOY

2006 14 Apr 104 na na 22 Sepa 265a 102 162
2007 11 May 131 na na 22 Sepa 265a 75 135
2008 17 May 138 23 Jul 205 1 Oct 275 78 138
2009 22 Apr 112 15 Jul 196 29 Sep 272 101 161
2010 21 Apr 111 20 Jul 201 7 Sep 250 80 140
2011 4 May 124 5 Jul 186 6 Oct 279 96 156
2012 27 Apr 118 15 Jul 197 14 Sep 258 81 141
2013 19 Apr 139 1 Aug 213 13 Sep 256 58 118

a Estimated from the average number of days between maturity and harvest for the six years when maturity dates were observed.
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every season. Yields were determined with hand harvests of 1 m lengths
of rows in five different areas adjacent to the flux towers and also with
combine yield monitors. Yields reported herein are at 0% grain
moisture.

In each field, instrumentation to measure energy balance compo-
nents, including ET, included a permanent eddy-covariance (EC) flux
station positioned 1.6 m above the soil surface (or 1.0 m above canopy
height with the instruments raised weekly until the canopy height was
constant). These units consisted of a fast- response open path H2O gas
analyzer (LI-7500, LICOR Biosciences Inc., Lincoln, NE, USA) and a
three-dimensional sonic anemometer (CSAT, Campbell Scientific, Inc.,
Logan, UT, USA) oriented to the prevailing wind direction (i.e., to the
south), four-component net radiometer (CNR1, Kipp and Zonen, Delft,
The Netherlands) at 10 m from EC sensors and positioned 1 m above the
vegetation surface, and soil heat flux plates (REBS HFT-3, Radiation and
Energy Balance Systems, Seattle, WA, USA) at 0.1 m below the soil
surface. The separation distance between gas analyzer and sonic an-
emometer sensors was 0.1 m. Because the EC system is free standing
and separated from other sensors or objects, this configuration mini-
mizes potential influence of other sensors (e.g., radiometer) on EC
measurements via air-flow distortion. Ancillary measurements in each
flux station included soil temperature, soil water content at 10-cm

depth, and surface canopy temperature. Pairs of soil thermocouples
(Cu–Co Type T) were placed 2 and 8 cm below the surface adjacent to
each soil heat flux plate. Soil water content in the top 0.1 m at each site
was measured with Hydra Probe (Stevens Water Monitoring Systems,
Portland, OR, USA). Surface canopy temperature was monitored by
high-precision infrared radiometric temperature sensors (IRT, 15° field
of view, Apogee Instruments, Logan, UT, USA) placed at 0.2 m above
the EC sensors and oriented at a 45° from nadir. Signals from all in-
strumentation were recorded at rates of 10 Hz, and 15-min averages
were stored in dataloggers (Campbell Scientific CR5000).

Instruments were calibrated at the beginning and end of each
growing season and data quality was checked daily. Energy balance
closure was checked for each 15 min interval of data and averaged
between 0.85 and 0.90 over a year. Careful data processing was carried
out in three sequential steps including corrections, quality control, and
gap filling. Turbulent fluxes were corrected following the Webb–
Pearman–Leuning algorithm (Webb et al., 1980). Soil heat flux plate
data were corrected for heat storage in the top 10-cm soil layer as-
suming a bulk density of 1.2 Mg m−3 and using measured soil tem-
perature and water content (Sauer, 2002). When the soil was frozen, a
fractional volumetric ice content of 0.4 and heat capacity of 1.76 MJ
m−3 °C−1 were assumed for the G storage correction (Hernandez-

Fig. 1. (a.) Weather variables (maximum and
minimum air temperature, dew point, solar radiation,
wind speed, rainfall) during 2011, a “typical” rainfall
year. (b.) Box plots of daily evapotranspiration (ET)
where the lower and upper limits of the box indicate
the 25th and 75th percentile of ET values simulated by
29 maize growth models, respectively, the lower and
upper whiskers indicate the 10th and 90th percentiles,
and the points are outliers. Observed values and the
median values from the 29 models are also shown. The
simulated values in this plot came from Phase 1, a
“blind” test whereby the modellers were only given
weather, phenology, management, and soils informa-
tion, but no crop response data. (c.) Same as (b.) ex-
cept for Phase 2 whereby the modellers were given leaf
area index data for all eight years. (d.) Same as (c.)
except for Phase 3 whereby the modellers were given
the observed ET, yield, soil water content at 10 cm,
and other data for 2011. (e.) Same as (d.) except for
Phase 4 whereby the modellers were given the all the
ET, yield, growth, and soil water data for all eight
years, as well as options for handling a water table. (f.)
Observed daily ET values as well as the median si-
mulated ET values for Phases 1, 2, 3, and 4.
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Ramirez et al., 2010; Dold et al., 2016). Quality control and gap filling
processes are described in Hernandez-Ramirez et al. (2010) and Dold
et al. (2016).

2.2. Simulations

The simulations were conducted by 24 modeling groups from
around the world with 29 models completing the inter-comparison. The
models are listed in Table 1, and pertinent information about how they
compute ET is given in Table S. The study was conducted in four
phases:

1 “Blind phase.” The modelers were sent key input data about soils,
weather, and management (planting dates, fertilizer applications,
etc.) information. They also received anthesis and maturity dates for
the last six years of the experiment, but no other information about
plant growth, yield, or water use.

2 “LAI phase”. The modelers were sent time-series leaf area index
(LAI) observations for all eight years (about fifteen observations per
year). The objective of this phase was to see if improving the si-
mulation of leaf area growth also improved the ET predictions.

3 “2011 phase”. The modelers were sent all biomass, yield, daily10-
cm soil moisture, and daily ET data for 2011, which was the most
“typical” year for rainfall.

4 “All phase”. In this final phase, the modelers were provided with all
biomass, yield, daily 10-cm soil moisture, and daily ET data for all
the years to allow for detailed calibration of the models.

Lacking any initial soil moisture data at planting time, the modelers
were told to assume the soils were at field capacity on day-of-year 91
and to start their simulations then. This start date allowed for several
days of equilibration before the actual planting days. However, one
result from the first three phases was that in 2012, an infamous drought
year (Rippey, 2015), the observed yields and ET were the highest of any
other year (suggesting more sun and ample water), whereas all the
models simulated very low yields and ET. This discrepancy plus ob-
servations of a shallow water table from another close field in another
season (Logsdon et al., 2009; Ordóñez et al., 2018) plus the fact the tile
drains were at 150 cm and that roots can go below this depth caused us
to decide that for Phase 4, the modelers could assume saturation below
1.5 m and that they could take steps to maintain a water table or
otherwise provide more water at the deeper depths. However, because

Fig. 2. Same as for Fig. 1 except for 2012, the driest year.
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the initial saturation below 150 cm and the water table were both in-
troduced for Phase 4, we do not know which was more effective.
Nevertheless, as we will present in the results, this unplanned occur-
rence indicates that a water table capillary fringe and root access to soil
moisture at depth are critical during rainfall-limited seasons.

2.3. Methods for evaluating model performance

Correlation coefficients (r), root mean squared differences between
observed and simulated values (RMSQ), average differences, and slopes
and intercepts of regressions of observed on simulated data were
computed, and along with graphs, they are presented as Supplementary
statistical data. However, the mean squared deviation (MSD) method
presented by Gauch et al. (2003) was primarily used to evaluate the
deviations of simulated estimates from observed values. There are three
ways the simulated values can deviate from the observations. First,

there can be a standard bias (SB) = (X
¯

- Y
¯
)2, where X

¯
is the average of

the modeled values and Y
¯

is the average of the observations. Second,
there can be a non-unity of the regression slope (NU) = (1-b)2 * ( x
n

2/N), where b is the slope, xn is the deviation of the nth modeled value
from its mean, and N is the number of observations. Third, there can be
a lack of correlation (LC) ( = 1-r2) * ( y n

2/N), where r is the

correlation coefficient, and yn is the deviation of the nth observation
from its mean. Following Gauch et al., MSD = ∑(Xn − Yn)2/N = SB +
NU + LC

3. Simulation results

3.1. Daily ET for a typical year, 2011

The predictions of daily ET for the initial blind Phase 1 for a typical
rainfall year (2011) exhibited a six-fold variation among the models
(Fig. 1b). However, the box plot from the lowest 25% to the highest
25% of the models was much smaller, although on many days its range
was a factor of two. Nevertheless, the median of all the models was
fairly close to the observations until about 80 days-after-planting
(DAP), when the models tended to be below observations for most of
the rest of the growing season. Supplying LAI for all years (Phase 2),
gave only slight improvement (Fig. 1c). However, not surprisingly,
when the modelers were supplied all the data for 2011 (Phase 3), in-
cluding daily ET values, there was a closer agreement of the medians to
the observations throughout the year, including the latter part of the
season after DAP 80 (Fig. 1d). Additionally supplying all the available
data for all eight years (Phase 4) brought further improvement (Fig. 1e).

Fig. 3. (a.) Mean squared differences (MSD) between
observed and simulated actual daily ETa values for the
first 40 days after planting (soil E dominated) for
“typical” 2011 growing season for each of maize si-
mulation models. Phases 1, 2, 3, and 4 are identified
by green-, red-, blue-, and pink-edge bars with Phase 1
at the top and Phase 4 at the bottom of each group.
The models have been sorted in ascending order of
MSDs for Phase 1 (blind) from top to bottom of the
graph with the rank numbers on the left axis indicating
their ranking for Phase 1. The Median and the six best
models (lowest MSD) for Phase 1 are listed under
“Ph1”. Somewhat similarly, the Median and six best
models for Phases 2 through 4 are also listed under
“Ph2”, “Ph3”, and “Ph4”, but because the modelers
made different adjustments going from phase to phase,
their rank order changed, so the names along with
their MSD rank are in different positons down the
graph. Further, the bars show the components of MSD:
SB for standard bias in medium grey at the right of
each bar, NU for non-unity slope in light grey in the
middle, and LC for lack of correlation in black at the
left. (b.) Same as for (a.) except the data are for the
mid-season (crop T dominated) from 41 days after
planting to 20 days before observed maturity.
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The steadily increasing agreement of the medians to the observations
with the progression from Phases 1 to 4 is especially visible at about
DAP 110 in Fig. 1f.

3.2. Daily ET for a dry year, 2012

The year 2012 was infamous for causing crop failure in many parts
of the Mid-West and further south through the Mississippi River valley
(Rippey, 2015). The rainfall record for this Ames, IA dataset shows little
rain from about DAP 52 through 90 (Fig. 2a). Surprisingly, observed ET
continued at a high level, about 5 mm/day, through this drought period
(Fig. 2b–f), while the simulated values dropped steadily for blind Phase
1 (Fig. 2b). Supplying LAI (Phase 2) did not improve agreement with
observations (Fig. 2), but supplying all 2011 data (Phase 3) helped
somewhat. As discussed in Methods, for Phase 4, modelers were told to
allow soil water to be saturated below tile drain level at 150 cm, and
they could implement a water table if supported by their model. The
upward movement of water from water tables below the root zone re-
charged by winter and spring rains has been observed for similar soils in
this area during droughts (Logsdon et al., 2009) and elsewhere in the
Corn Belt (Rizzo et al., 2018). Consequently, Phase 4 simulated median
values were able to approach observations (Fig. 2e, f). Different from

2011, most models over-estimated ET during the first 40 days (domi-
nated by soil water evaporation) during all four phases. This difference
between typical versus dry years would indicate that soil evaporation
during dry periods is generally over-estimated by the models.

3.3. Performance of individual models to predict daily ET for typical 2011
and dry 2012

Because soil surface evaporation, E, and plant transpiration, T, are
such different processes, yet both are measured together in ET, it was
decided to split the growing season into two parts to test model ET
performance. Therefore the first 40 days after planting when the seeds
are germinating and the canopy is emerging and developing (time of
dominant E) was separated from the period 41 days after planting until
20 days before observed maturity (time of dominant T). For the first 40
DAP in 2011, there was little variation among the better (lowest MSD)
models for Phase 1 (Fig. 3a), and there was little improvement or
change for successive phases for many of the models. In contrast, for the
mid-season T-dominated period, there was more variation among the
models and many showed improvement with successive Phases
(Fig. 3b).

Some individual modelers’ adjustments or lack thereof are

Fig. 4. Same as Fig. 3 except for “dry” 2012 growing season.
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interesting. For example, focusing on the model for Rank No. 30 for the
first 40 days in 2011, the model was quite far off from observations for
Phases 1–3 in 2011 (Fig. 3a) but good in 2012 (Rank No. 6 in Fig. 4a),
and then when all information was supplied in Phase 4, good agreement
was achieved both years. The modeler for number 27 did far worse
having LAI information in Phase 2 than in Phase 1 (Fig. 3a), yet ET
predictions were improved in Phases 3 and 4. The median MSDs were
relatively small for the first 40 days in both 2011 and 2012 (Figs. 3a,
4a), as well as mid-season in 2011 (Fig. 3b). However, there was steady
improvement in the predictions with progressive phases in mid-season
with the 2012 drought period for many of the models (Fig. 4b) except
that the best ones for Phase 1 actually did worse as more information
was supplied with successive phases.

The bar graphs in Figs. 3 and 4 additionally show the partitioning of
the mean squared differences (MSD) from observations into standard
bias (SB), non-unity of linearity (NU), and lack of correlation (LC). For
the medians, most of the MSD is LC, and the amount of LC across the
many models appears similar, which suggests this may be the experi-
mental variability. Many of the models exhibit NU, and those with the
highest MSD appear to be those with the greatest SB.

3.4. Comparisons of ET predictions for all eight years with observations

For the first 40 DAP, predictions of soil water loss (mostly E) did not
change greatly with increasing information from Phases 1–4 (Fig. 5a).
For half of the years, the models (and medians) tended to over-predict
ET, whereas in 2008 and 2010, they under-predicted. Only in 2011 and
2013 are the box plots and medians close to the observations. These
results suggest many of the models need improvements in simulating
soil E and tend to over-estimate in dry periods as in 2012, although
lower E attributed to unmeasured soil residue could also have been a
variable factor.

In contrast, during the mid-season 41 days after planting to 20 days
before observed maturity, the box plots appear closer to the observa-
tions, There is growing improvement from Phase 1 to Phase 4, where
the median is closer to observed and the range among the 25th to 75th

percentile of the models represented by the boxes is shortened (Fig. 5b).
Besides predicting early season soil E and mid-season crop T well,

accurate predictions of whole growing season ET (Fig. 5c) also require
good predictions of the length of the growing season, i.e. maturity date
(Fig. 6b). The modelers were given maturity dates for the last six years
at the outset, so some parameterizations for phenology were done for
Phase 1. Nevertheless, the median of the model predictions of seasonal
ETa for the eight years did not get closer to the observed totals except
for three of the years: 2007, 2011, and 2012 (Fig. 5c). The length of the
box plots decreased going from Phase 1 to 4 for most of the eight years
for season-long total actual ETa, which suggests the models tended to
agree more and more with each other, but not with observations. The
range from the lowest to the highest outliers was large, from about 300
to 600 mm, whereas the length of the boxes was less than 100 mm.

3.5. Comparison of predicted agronomic variables with observations

Maximum leaf area index (LAI) was underestimated by the median
of the models in four of the years and was overestimated only in 2010, a
wet year when water-logged soils caused reduced leaf area growth
(Fig. 6a). Only in 2011 and 2013 were the medians close to observed
LAI. Maturity dates for the last six years were supplied to the modelers
at the outset, and as one would expect, there was no obvious im-
provement with additional information going from Phase 1 to 4
(Fig. 6b). However, there was a two-month range between the earliest
and latest predictions of maturity date (Fig. 6b). Yet, the boxes them-
selves are fairly short, about 1 week, indicating close agreement among
most of the models. In 2009 and 2010 the median was close to

Fig. 5. (a.) Observed and simulated actual evapo-
transpiration for the first 40 days after sowing for eight
years. During this period, the loss of water would be
predominately actual soil evaporation, Ea. The box
plots show the progressive phases for the simulated
values for each year. (b.) Like (a.) but for the observed
and simulated evapotranspiration from 41 days after
sowing through 20 days before observed maturity.
During this period the loss of water would be pre-
dominately actual transpiration, Ta. (c.) Like (b.) but
for observed and simulated whole season-long evapo-
transpiration, ETa, from sowing through observed and
simulated maturity dates, respectively. Also shown are
the seasonal rainfall amounts for each of the eight
years.
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observed, in 2008 and 2013 the median was about 10 days late, and in
2011 and 2012 it was about 10 days early, so overall agreement with
observations was not good.

The median of the models generally underestimated biomass near
anthesis except in the wet year 2010 when most of the models over-
estimated it (Fig. 6c). There was no obvious improvement with in-
creasing information going from Phase 1 to 4. Predictions of grain yield
varied by a factor of three from roughly 4000 to 12,000 kg/ha (Fig. 6d).
The median was fairly close to observed in 2007, 2009, and 2011.
However, the median underestimated in 2006, 2012, and 2013 and
overestimated in 2008 and 2010. Thus, there is considerable room for
improvement. The adjustments made by the modelers decreased the
error and resulted in medians that were closer to observations for
progressive phases as more information was supplied.

3.6. Performance of individual models in their ability to predict early E,
mid-season T, and whole season ET for eight years

Several models had low mean squared differences (MSDs) that were
close to the median for predictions of water loss (mostly E) during the
first 40 days after planting for the eight years (Fig. 7a). Some modelers

made improvements going from one phase to another, but many did
not. Three of the modeling groups (JUL, AMW, AMSA) made large
improvements in Phase 4, placing them among the six best for this
phase. For Phase 4 most of the MSD was due to lack of correlation (LC)
for the median, and most of the models had similar LC. The models with
the poorest performance had a large standard bias (SB).

Many of the models had MSDs close to or lower than the median for
water loss from the 41st day after planting to 20 days before observed
maturity (mostly T) for the eight years (Fig. 7b). For several of the
models, there were no marked improvements with increasing in-
formation going from Phase 1 to 4 for this midseason part of the
growing season with T dominant. Surprisingly, there were several that
did worse in Phases 3 and 4, while at the same time several others
(IXIM, AMW, STSW, AMSA, AQY) were among the best for Phase 4, but
not for the first phases. Also like the first 40 days, the models with the
poorest performance had a large standard bias (SB).

For total seasonal ETa for the eight years (Fig. 8a), about half of the
models had MSDs comparable to that of the median, which was among
the best for all four phases. Surprisingly, the best model (JUL) for Phase
1 and a few others did worse moving from Phase 1 to Phase 4. Like for
midseason (Fig. 7b), several models (XNSM, MNCA, AMSA, AQY)

Fig. 6. (a.) Observed and simulated maximum leaf area indices for eight years. The box plots show the progressive phases for the simulated values for each year. Also
shown are the seasonal rainfall amounts for each of the eight years. (b.) Like (a.) but for the observed and simulated maturity dates. (c.) Like (b.) but for observed and
simulated above-ground biomass near anthesis. (d.) Like (b.) but for observed simulated grain yields.
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showed marked improvement for Phase 4. Again, large SBs were the
main component of the large MSDs.

3.7. Performance of individual models in their ability to predict agronomic
parameters for eight years

A few models (IXIM, SLFT, MCW, SLNH) had smaller MSDs for
maximum leaf area index (LAI) for most phases than did the median
(Fig. 9a). With increasing information from Phase 1 to 4, many of the
modelers were able to decrease their LAI MSDs, and the median’s MSD
also decreased. There was much variability among the models in their
MSDs for biomass near anthesis (Fig. 9b). Like LAI, several of the
models (SLFT, IXIM, RZWQ, DCPR, DCFR had biomass MSDs that were
smaller than that of the median for several of the phases. Three models
(DCFS, DCAR, and DCPS) were greatly improved in Phase 4.

Likewise, there was much variability among the models for their
grain yield MSDs (Fig. 8b), and several (MCW, AMSH, XNSM SLNH,
RZWQ, XNGM, AMSA, MNCA, AMW) were smaller than that for the
median (Rank No. 10). Many of the modelers were able to lower their
yield MSDs going from Phase 1 to 4, and the MSD for the median also

deceased. Note that the observed yield changed relatively little from
year to year (Fig. 6d). Therefore, the best simulations resulted in graphs
with a small cluster of points (Supplementary statistical data) with a
small MSD even though the slope could vary wildly. Thus, for several of
the models, non-unity of slope (NU) was the main component of the
yield MSD, but for those with the largest MSDs and a couple others,
standard bias (SB) was the major component (Fig. 8b).

4. Identification of “best” approaches, i.e. lowest mean squared
differences from observations

Simulation of crop water use, growth, and yield mechanistically
involves many processes. Early season soil water evaporation, E, and
rate of leaf area development are important. If the initial estimates of E
are too high, and the available soil water is depleted, then later season
simulated ET will be too low because of a lack of water. Thus, there are
many interactions and feedbacks, so it is difficult to identify specific
approaches to the various processes as being “best.” Further, as the
modelers were supplied more information going from Phase 1 to 4,
different models emerged as being better than others.

Fig. 7. (a). Mean squared differences (MSD) between observed and simulated total water losses for the first 40 days after sowing for eight years for each of maize
simulation models. Most water losses would have been from actual soil evaporation, Ea, with some transpiration from growing plant canopies during these periods.
Notation like that of Fig. 3. (b.) Same as for (a.) except for total water losses from 41 days after sowing to 20 days before observed maturity for eight years. Most water
loss would have been via actual transpiration, Ta, during these periods.
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4.1. Daily ETa (mostly E) for first 40 days after planting

Focusing on the first 40 days after planting when much of the water
loss would have been due to soil E, the median proved best (lowest
MSD) for 2011 for daily E for all four Phases, and it was among the top
seven for daily ET for 2012 (Fig. 3a). The median was also among the
top seven for total E for these first 40 day periods for all eight years
(Fig. 7a). The SLNH model was among the best for this early period for
daily E in 2011 (Fig. 3a) and 2012 (Fig. 4a) and also for the totals for all
eight years (Fig. 7a). SLNH follows Hargreaves (1975) to estimate po-
tential evaporation and dual crop coefficients to get actual Ea (Table
S1). DCPR had a low MSD for the daily Ea for the first 40 days in 2011,
but not in 2012 nor for the totals for the eight years. DCPR uses Priestly
and Taylor (1972) to calculate potential ET, which is then partitioned
into potential E and T based on leaf area. Actual E is calculated using
constant and falling rate stages following Ritchie (1972). AMW had the
lowest MSD for Phase 4 for the eight years (Fig. 7a). It uses Priestly and
Taylor (1972) for potential soil E and then like DCPR follows Ritchie
(1972) assuming constant and falling rate states for actual Ea (Table
S1). AGIB is another model that did well predicting Ea for these initial

40 days for 2011 (Fig. 3a), 2012 (Fig. 4a), and for all eight years
(Fig. 7a). AGIB uses a full iterative energy balance to solve for a surface
temperature with separate soil and leaf fluxes (Table S1). Similarly,
AMSH did well in 2011, 2012, and for all 8 years. AMSH, from the
APSIM family of models, uses Priestly and Taylor (1972) to compute
potential ET, from which it computes potential E. It estimates potential
T from a potential dry matter increase times a transpiration efficiency.
Actual T and E are calculated following Campbell (1985) accounting for
soil water deficits. AQY did well for the eight-year seasonal totals for all
phases, but was not generally among the best for the daily E in 2011
and 2012. AQY is a relatively simple model that does not simulate leaf
area or biomass growth. E and T are functions of potential ET and a crop
coefficient that varies with soil water availability (Table S1). The SARA
modelers made good use of increasing information because it was
second best for Phases 3 and 4 for 2011 (Fig. 3a), as well as 4th, 2nd and
3rd for Phases 2, 3, and 4, respectively, in 2012 (Fig. 4a). SARA follows
FAO56 (Allen et al., 1998) with dual crop and soil coefficients as a
function of LAI (Table S1). Thus, the best several models for simulating
ET (mostly E) during these first 40 days after planting varied greatly in
complexity and used a large variety of simulation approaches.

Fig. 8. (a). Similar to Fig. 7 except this is the MSDs for total seasonal (sowing through maturity) ETa values for the eight years of the experiment. Same notation as for
Fig. 3. (b). Similar to (a) except that these are the MSDs for grain yields for all 8 years of the experiment.
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4.2. Daily ETa (mostly T) for mid-season from 41 days after planting to 20
days before observed maturity

Focusing next on the periods from 41 days after planting to 20 days
before observed maturity, six models (XNSM, CS, SLFT, AMSH, DCFS,
SNH) did better than the median for Phase 1 in 2011 (Fig. 3b), but the
median was best for Phase 4 followed by SARA, DCFR, DCFS, AQY,
SLFT and XNSM. Although XNSM did very well for daily T in 2011, but
it was not among the best in 2012 (Fig. 4b) nor for the period totals for
all eight years (Fig. 7b). XNSM uses Penman-Monteith FAO56
(Monteith, 1965; Allen et al., 1998) with a single crop coefficient
(Table2). Potential E and T are partitioned according to LAI. CS did well
for Phases 1 and 2 in 2011, but was not among the best seven in 2012 or
for the eight years. CS also uses FAO56 but the actual T is based on the
potential gradient from soil to atmosphere and plant hydraulic prop-
erties (Table S1). DCFS was among the best for Phases 1, 3, and 4 in
2011 (Fig. 3b), but not 2012 (Fig. 4b), yet was among the best again for
Phases 1, 2, and 4 for all eight years (Fig. 7b). DCFS follows FAO56
(Allen et al., 1998) to compute potential ET with potential T propor-
tioned using leaf area and actual T then based on a soil-water-limited
root water uptake (Table S1). IXIM also had lower MSDs for this mid-

season time period in 2011, 2012, and for all eight years, especially for
Phases 2 and 3. IXIM uses Penman-Monteith for reference ET and
partitions E and T based on LAI, with Ea based on Suleiman and Ritchie
(2003) (Table S1). AQY also did well for Phases 3 and 4 during this mid-
season period for 2011, 2012, and all eight years. As already men-
tioned, AQY is a simple model that computes T as a function of po-
tential ET and a crop coefficient that varies with soil water availability
(Table S1). After the Median, SARA had the second lowest MSD in 2011
for Phase 4. AMD was among the best models for Phases 1 through 3 in
2012 and the similar AMW for all four phases. They use a transpiration
efficiency coefficient with potential crop growth to compute T (Table
S1). RZWQ was among the best for Phases 1 and 4 for 2012. It uses the
Shuttleworth and Wallace (1985) method for computing potential ET
and then actual T is simulated by limiting root water uptake following
Nimah and Hanks (1973). MNCA had the lowest MSD for Phase 4 for
2012. It also uses Penman-Monteith FAO56 for reference ET and mul-
tiplies a stage-specific crop coefficient to get actual (Table S1). T is
based on water uptake by soil layer. Considering all eight years
(Fig. 7b), besides AQY, DCFS, and IXIM already mentioned, AMW,
STSW, and AMSA were among the best for Phase 4, while AMD, DCAS,
DCPS, AMSH, and DCFR were among the best for Phase 1. AMW,

Fig. 9. (a). Mean squared differences (MSD) between observed and simulated maximum leaf area index, LAI, for seven years for each of maize simulation models.
Notation like that of Fig. 3. (b.) Same as for (a.) except for above-ground biomass for six years near anthesis.
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AMSA, AMD, and AMSH are all in the APSIM family that use a tran-
spiration efficiency coefficient with potential crop growth to compute T
(Table S1). DCAS, DCPS, and DCFR are all in the DSSAT family with
varying ways to compute potential ET, soil water movement, and
eventually T (Table S1). STSW used the Shuttleworth and Wallace
(1985) method to compute potential ET followed by several steps to get
E and T as per Brisson et al. (1998, 2003). Thus, like the first 40 days
after planting, the best models for simulating ET (mostly T) during
midseason varied in complexity and used a variety of approaches.
However, we note there is relatively little overlap among the models
identified as best for the first-40, E-dominated periods and the mid-
season T-dominated periods [exceptions being AMW in 2012 (Fig. 4)
and AQY for all eight years (Fig. 7)]. Thus, there ought to be room for
model improvement by combining the better approaches for simulating
E with those for simulating T.

4.3. Total ETa for whole growing seasons for eight years

Looking at the total seasonal ETa for all eight years (Fig. 8a), AQY
had the lowest MSD for Phases 3 and 4. JUL did well for modeling ETa
in the initial blind Phase 1, but was not among the seven best for the
other phases, despite a significant improvement in LAI as a result of the
phase 2 tuning. JUL is relatively complicated with an hourly time step
and 10 LAI layers (Table S1). ET is calculated from the moisture po-
tential gradient between soil and atmosphere times a resistance factor.
CS, AMW, DCFR, DCPR, DCFS, XNSM, and MNCA all did well.

4.4. Grain yields for eight years

MCW had the lowest MSDs for grain yield for eight years for Phases
1, 3, and 4, and it was third for Phase 2 (Fig. 8b). MCW also uses
Penman-Monteith FAO56 (Monteith, 1965; Allen et al., 1998) to cal-
culate reference ET (Tao et al., 2009a). Evaporation was calculated
from a 20-cm thick soil water evaporation layer following Ritchie et al.
(1988). Transpiration is calculated soil-layer-wise and depends on soil
water availability. XNSM also was among the best at simulating grain
yield for all four phases, as well as mid-season Ta for all phases in 2011
(Fig. 3b) and whole season ETa for Phase 4. Its sister model, XNGM, also
did well at predicting grain yield, but its name appears only once in the
E, T, and ET tabulations of lowest MSD. AMSH and AMSA also had low
MSDs for grain yield, and they were among the lowest seven for some of
the phases of the E, T, and ET listings. RZWQ had a low MSD for grain
yield, but considering water loss, it was among the best seven only for
Phases 1 and 4 mid-season in 2012 (Fig. 4b).

4.5. Biomass and maximum leaf area index

SLFT had low MSDs for predicting above-ground biomass near an-
thesis and maximum leaf area (Fig. 9). Surprisingly, it was not among
the best for grain yield, although it was among the best for mid-season
ET in 2011 (Fig. 3b). Like several others, SLFT follows FAO56
(Monteith, 1965; Allen et al., 1998) for reference ET and partitions
actual Ea and Ta using dual crop coefficients. Both water availability
and energy availability are used to limit water, and heat stress effects
are calculated using canopy temperature. DCPR and several other of the
DC__ (DSSAT-CSM family) models predicted biomass near anthesis well,
especially Phase 4, but were not among the best seven for LAI or grain
yield. IXIM, AGIB, CS, MNCA, and RZWQ also had low MSDs for bio-
mass for various phases (Fig. 9b). IXIM, MCW, AGIB, SLNH, AMD, CS,
XNSM, and MNCA all had low MSDs for the prediction of maximum LAI
(Fig. 9a).

4.6. Overall rankings considering both ET and agronomic factors

Overall rankings of the best seven models considering (1) ETa for
the first 40 days after planting (mostly Ea), (2) ETa for the 41st through

20 days before maturity (mostly Ta), (3) ETa for entire growing seasons,
(4) maximum leaf area index, (5) biomass near anthesis, and (6) grain
yield for all eight years (seven years for LAI and six for biomass) are
shown in Table 3. These rankings were calculated using the rankings of
the MSDs for all the models (Figs. 3, 4 and 7–9, Supplementary statis-
tical data) for the six parameters. For this overall perspective of both
water use and agronomic performance of the models, the medians were
the best for all four phases. Thus, for this overall perspective, a multi-
model approach would be best for doing predictions rather than a
particular individual model.

However, an examination of individual models reveals that SLNH
did well for the first and second phases, but was not among the best
seven for Phases 3 or 4. Except for DCPR in Phase 2, DCFR and DCPR
were among the best for all phases. CS and IXIM were among the seven
best for the first three phases. XNGM and XNSM were among the seven
best for Phases 1 and 2. AQY appears next best the median for Phase 3
and in 3rd place for Phase 4. However, AQY is problematic for this inter-
comparison because it does not compute LAI or biomass, so its ranking
for yield was additionally used for LAI and biomass. For Phase 4, AMW
and AMSA ranked among the best seven, and MNCA also performed
well enough to appear in Table 3 for Phase 4.

5. Inter-comparisons among models within the same family

In several cases within this study modelers used models from within
the same family but changed only a particular aspect. Looking at these
cases in detail allows identification of which approaches are better
compared to others while most features of the plant growth and water
use simulations are kept constant.

5.1. AMW vs AMSA vs AMD vs AMSH (Table 4)

In the case of the APSIM model, two modelers independently used
the APSIM-SWIM (AMSH, AMSA; soil water balance is based on
Richard’s equation) and APSIM-SoilWat (AMD, AMW; soil water bal-
ance is based on a tipping bucket approach) models (Table 4). Overall,
the APSIM models performed relatively well in comparison to the other
models across the four phases (Figs. 3, 4 and 7–9, Table 3). Interest-
ingly, we did not find that the more complex approach based on the
Richard’s equation (SWIM, Huth et al., 2012) outperformed the stan-
dard tipping bucket approach in APSIM (Probert et al., 1998) across all
years. For instance, LAI was most accurately simulated by AMD and
AMW (two different users). Also for ET during the mid-season, there
was a slight trend that the tipping bucket approach performed better
(Table 4). However, in terms of grain yield prediction, the APSIM-SWIM
(AMSA user) substantially outperformed all other APSIM models (Phase
4, RMSD of 871 kg/ha versus 1916 kg/ha). In general, the results of two
different calibration approaches can be observed in the data. For AMD

Table 3
Overall ranking of the best seven models considering ETa for the first 40 days
after planting (mostly Ea), ETa for the 41st through 20 days before maturity
(mostly Ta), ETa for entire growing seasons, maximum leaf area index, biomass
near anthesis, and gran yield for all eight years (six years for LAI and biomass)
presented separately for each of the four phases of the study. These rankings
were calculated using the rankings of the MSDs for all the models for the six
parameters and the four phases. (Note that the AQY model does not compute
LAI or biomass, so for this model, its ranking for yield was additionally used for
LAI and biomass.).

Phase Best 2nd 3rd 4th 5th 6th 7th

1 Median SLNH DCPR CS DCFR XNGM IXIM
2 Median CS IXIM XNSM SLNH XNGM DCFR
3 Median AQY SLFT DCPR DCFR IXIM CS
4 Median AMW AQY DCFR AMSA DCPR MNCA
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and AMSH, one modeler aimed to take into account the new informa-
tion provided at each calibration step and altered model parameters to
match predictions with the new observed information. Soil parameters
[runoff number, crop-specific soil water extraction factor (called Kl in
APSIM), in case of AMD also the first and second stage evaporation term
called cona and u, and at Phase 4 for AMSH, a water table was in-
troduced] were modified from phase to phase, with a focus shifting
towards the Phase 4 calibration step to improve grain yield and LAI
prediction. Interestingly, the yield and LAI improvements came with a
reduced prediction accuracy of the water dynamics.

The second modeler (AMSA, AMW) initialized cultivar and the soil
parameters in Phase 1 but did not make further changes until final
Phase 4, when all observed information was made available. During
calibration, this modeler aimed to better represent the overall system
and to adjust only those model parameters that are known to char-
acterize a particular site. First, the water table option was activated in
APSIM-SWIM to better reflect the local conditions of this site that is
known to have shallow water tables (Logsdon et al., 2009; Fan et al.,
2013; Ordóñez et al., 2018; Rizzo et al., 2018). The water table in-
hibited root growth (by activating also the air-filled pore space para-
meter). The simulated maximum root depth was shallow in wet years

(2008 and 2010), deep in dry years (2012) and around average root
depth in normal years (about 1.5 m for this area; Ordóñez et al., 2018).
This combined change in the APSIM-SWIM model improved year by
year predictability of yield. In APSIM-SoilWat there is no mechanistic
option to simulate water table dynamics, so it was not considered.
Additional changes made to both APSIM SWIM and SoilWat models
were: 1) decrease the potential kernel number and potential kernel
growth rate (cultivar-specific parameters) to improve yield predictions;
2) decreased the “svp_fract” parameter from 0.75 to 0.62 to improve
simulation of daily transpiration rate. This parameter is used in the
calculation of vapor pressure deficit that drives transpiration and its
value depends on local relative humidity.

In summary, without in-depth knowledge of the site conditions
(Phase 1), APSIM performed among the best models and continued to
do so as more information was supplied in Phases 2 through 4 (Figs. 3, 4
and 7–9, Table 3). The question of whether SWIM or default tipping
bucket approach is superior depends on the research objective. If the
objective is an accurate simulation of grain yield in this area, the SWIM
version with activated water tables and inhibition to root depth seems a
good option. For simulation of ET, the SoilWat model performed
slightly better than SWIM. However, more data for testing, in

Table 4
Root Mean Square Differences among models of the same APSIM and MAIZSIM families, but with changes in particular aspects. APSIM-A and –H indicate different
users.

Root Mean Square Differences Phase APSIM Soil
Wat AMW

APSIM SWIM-
A AMSA

APSIM Default
Soil Wat AMD

APSIM SWIM-H
AMSH

MAIZSIM
daily MZD

MAIZSIM
hourly MZH

Daily water loss during first 40 days after sowing in 2011 (Ea, mm/d) 1 2.97 1.37 1.20 1.14 1.46 1.49
2 2.97 1.37 1.19 1.12 1.59 1.59
3 2.97 1.37 1.08 1.11 1.59 1.59
4 1.11 1.27 1.38 1.11 1.59 1.60

41 days after sowing to maturity-20 days in 2011 (Ta, mm/d) 1 1.44 2.93 1.32 1.26 1.37 1.47
2 1.44 2.93 1.33 1.33 1.91 1.91
3 1.44 2.93 1.31 1.35 1.91 1.91
4 1.28 1.27 1.40 1.28 1.50 1.89

Daily water loss during first 40 days after sowing in 2012 (Ea, mm/d) 1 0.97 1.10 0.92 0.92 1.42 1.70
2 0.97 1.10 0.90 0.91 1.53 1.77
3 0.97 1.10 0.93 0.95 1.53 1.77
4 0.97 0.99 0.99 0.92 1.66 1.86

41 days after sowing to maturity-20 days in 2012 (Ta, mm/d) 1 1.54 2.12 1.33 1.64 2.71 2.81
2 1.54 2.12 1.41 1.94 2.47 2.66
3 1.54 2.12 1.55 1.93 2.47 2.66
4 1.36 1.48 1.74 2.06 2.48 2.74

Total water loss during first 40 days after sowing all 8 years (Ea, mm) 1 46.2 48.2 23.9 22.8 27.4 30.2
2 46.2 48.2 23.2 23.0 40.8 31.3
3 46.2 48.2 22.0 23.1 40.8 31.3
4 17.6 21.5 33.5 23.1 41.9 33.5

41 days after sowing to maturity-20 days all 8 years (Ta, mm) 1 51.0 60.8 30.5 37.9 93.3 70.7
2 51.0 60.8 36.8 50.2 78.0 99.0
3 51.0 60.8 34.3 53.2 78.0 99.0
4 21.3 30.1 53.1 60.9 80.1 77.1

Total seasonal water loss for 8 years (ETa, mm) 1 48.2 81.6 73.3 127.3 89.2 78.1
2 48.2 81.6 83.8 143.7 141.0 131.5
3 48.2 81.6 98.6 142.2 141.0 131.5
4 40.6 39.0 87.3 146.2 145.2 116.0

Grain Yields for 8 years (kg/ha) 1 2848 2666 3287 1958 7320 6435
2 2848 2666 3715 2263 3561 4080
3 2848 2666 3674 2314 3561 4080
4 1581 871 2087 2081 4079 3991

Above-ground biomass for 6 years (kg/ha) 1 3406 3633 5248 4281 5684 4101
2 3406 3633 4571 3016 5693 4503
3 3406 3633 4396 2919 5780 4499
4 2772 2975 3478 3515 5780 4499

Maximum leaf area index for 7 years (LAI, m2/m2) 1 1.57 1.69 1.51 1.64 2.02 1.80
2 1.57 1.69 1.51 1.64 1.85 1.86
3 1.57 1.69 1.58 1.65 1.85 1.86
4 1.46 1.49 1.27 1.52 1.86 1.90
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particular, soil water measurements coupled with subsoil water table
dynamics, ET measurements and soil cover would be necessary.

5.2. MZD vs MZH (Table 4)

Both the daily and hourly versions of MAIZSIM (MZD and MZH)
operate on an hourly time step for plant processes, including solving an
energy balance (Table 1). The soil model uses a finite element for-
mulation and the time step can vary from seconds to hours depending
on when input data (boundary condition) are read and convergence
criteria. The daily version of the model (MZD) has the same code for
soil and plant processes as the hourly version (MZH), but both versions
require hourly weather data. For MZH, the hourly data are input di-
rectly. For MZD, hourly data are generated from daily observations.
These daily data include maximum and minimum temperatures, total
precipitation and solar radiation, and average wind speed and relative
humidity. Precipitation is distributed for each hour where the max-
imum precipitation for that hour is no larger than the average hourly
rainfall rate for that location. The daily temperature and solar radiation
values are interpolated to an hourly basis (Timlin et al., 2002) and the
model executes similarly as the hourly version.

The RMS differences in Table 4 between the hourly MZH and daily
MZD versions are mainly due to differences in how an hourly time step
model such as MAIZSIM distributes temperature and precipitation over
a 24 h period when only daily values are available. For example, hourly
rainfall data contains rainfall data to the nearest hour. Thus, pre-
cipitation is simulated close to the actual time precipitation occurred.
When only daily data are available, MZD assumes rainfall starts at
midnight. The totally daily rainfall is distributed hourly using the
average hourly rainfall rate. If there is 12 mm of precipitation and
average precipitation rate for the site is 3 mm per hour, then pre-
cipitation is distributed in 3 mm pieces over a four-hour time period
after midnight. Thus, precipitation always occurs at night. MZD as-
sumes maximum temperature occurs at midday which may be incorrect
for some time periods, especially if cloud cover follows or precedes
midday. Weather stations do not generally record the time of the
maximum temperature, so the distribution of simulated hourly tem-
peratures can differ from observed. This would affect simulated pho-
tosynthesis and ET values as the simulated temperature/light values for
a particular hour could be quite different from the observed pairs. In
terms of simulated results, there did not seem to be consistent patterns
in the errors in Table 4 for ET, biomass or yield that would indicate that
one approach was better than the other.

5.3. DCAS vs DCFS vs DCPS vs DCAR vs DCFR vs DCPR (Table 5)

Within the DSSAT models, the DCAR, DCFR, and DCPR methods,
which used the Ritchie (1972) method (constant rate stage one followed
by square root of time falling rate stage two) to calculate soil water
evaporation, often outperformed a newer approach by Suleiman and
Ritchie (2003) and Ritchie et al. (2009). In particular, for early season
ET in 2011, 2012, and over all 8 years, MSDs were generally lower for
DCAR, DCFR, and DCPR compared to DCAS, DCFS, and DCPS (Table 5).
Similarly, the MSDs for total seasonal water loss over all 8 years, grain
yield, biomass, and LAI were also lower. However, the Suleiman and
Ritchie (2003) and Ritchie et al. (2009) soil water evaporation ap-
proach outperformed the Ritchie (1972) approach for ET data from 41
days after sowing to maturity over all 8 years. Although the Ritchie
(1972) method performed well in this study, it limits soil water eva-
poration to water contents in the top soil layer only, whereas the
Suleiman and Ritchie (2003) approach calculates up-flux from the
deeper soil layers. Future work should improve the Suleiman and
Ritchie (2003) method by adjusting the currently hard-coded coeffi-
cients that influence the algorithm performance and testing against
high-quality soil water evaporation data.

For simulation of yield, biomass, and LAI, the study demonstrated

improved results using the Priestly and Taylor (1972) ET approaches
(DCPS and DCPR). Also, the Priestley-Taylor approaches best calculated
ET during the drought year of 2012. The result was unexpected because
the Priestley-Taylor approaches do not consider wind speed nor dew
point temperature for ET calculations, which should likely be necessary
for accurate simulation during the water-limited 2012 growing season.
In this study, the native DSSAT ET methods (DCFS, DCPS, DCFR, and
DCPR) performed better than the ASCE dual Kc approach, which is
formulated from the most recent ET standardization (Allen et al., 2005).
Future work should further compare these ET methods using data sets
from an arid region, where water supply and ET can be more carefully
controlled via irrigation and where high precipitation and subsurface
drainage systems do not confound the water balances of the cropping
system.

5.4. SLNH vs SLFT (Table 6)

Considering the SIMPLACE-LINTUL5 models, for the estimation of
ETp, Hargreaves (1975) and FAO56 Penman-Monteith (Monteith, 1965;
Allen et al., 1998) approaches were used in SLNH and SLFT, respec-
tively. The evaporation losses (Ea) in the early crop growth stages (first
40 days after sowing) were better captured by SLNH in the individual
years 2011, 2012 and also across 8 years compared to the values esti-
mated by SLFT (Table 6). In contrast, transpiration losses (Ta) in the
year 2011 were better estimated by SLFT, but in the drier year (i.e.,
2012), SLNH performed better. Across 8 years of simulation, SLFT es-
timated total seasonal water losses (ETa) better than SLNH. These dif-
ferences could be attributed to a more accurate estimation of ETp by
Penman-Monteith especially when the air temperature is high (later
part of the growing season or during the dry year 2012).

Simulated above-ground biomass was better estimated by SLFT
which could be related to the better estimation of LAI compared to the
estimation by SLNH. The two models differed in the parameterization of
LAI, with SLNH having more rapid initial LAI and higher specific leaf
area, which is compensated by using low values of radiation use effi-
ciency. On the other hand, SLFT had a much lower initial rate of leaf
area expansion and lower specific leaf area, compensated by a higher
RUE, more typical of maize. In contrast, simulated yield values were
better estimated by SLNH, which suggests the harvest index and se-
nescence aspects of SLFT can be improved.

5.5. STCC vs STSW (Table 6)

Within the STICS family, STCC and STSW use identical routines
excepting for calculating daily values of crop water demand and soil
water evaporation (Table S1). STCC is a classical “crop coefficient”
approach using the potential evaporation ETp as a driving variable
(Brisson et al., 1992). Crop water demand and soil water evaporation
use the same process of calculation in two steps. Firstly, potential fluxes
related to energy available and secondly actual fluxes related to water
availability are calculated. STSW is an alternative approach in which
determinations of the two fluxes use the Shuttleworth and Wallace
(1985) daily time step model. The evaporation from the soil and the
crop water demand are written under the form of Penman-Monteith
combination equation using a resistance to diffusion between canopy
and soil cover (RAS) and another aerodynamic resistance to a reference
level above the canopy (RAA) (Brisson et al., 1998).

In both cases, the water balance is used to calculate the water status
of the soil and the crop as well as the water stress indices that reduce
leaf growth and net photosynthesis. Soil water evaporation is dis-
tributed over the soil profile based on the exponential decline of the
contribution of each 1 cm soil layer. Actual crop transpiration is the
minimum of soil water supply and crop water demand. Water uptake of
each 1 cm soil layer is driven by root growth, root density and soil water
status. Water uptake is possible if the soil water content is greater than
the water content at wilting point.
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An important difference between STCC and STSW is that STSW can
be used to take into account the effects of increasing of atmospheric
CO2, whereas STCC cannot, so the pertinent differences between the
models for this study is their approaches for computing potential ET.
Because CO2 was not a factor in this study, large differences between
the two models were not expected, and indeed such was the case
(Table 6). The magnitudes of the calculated daily ET over the periods of
simulation are comparable with the measured values. The best esti-
mates were obtained for the years 2007, 2009, 2010, 2011, and the
worst for the years 2006, 2008, 2012 and 2013. Based on a statistical
analysis of the comparison between the observed and calculated ETr
over the 8 years, SSTC gave slightly better estimates than STSW,
andSTCC tended to do a little better at simulating E during the first 40
days after planting, whereas STSW did a little better simulating T
during mid-season. STSW was better at simulating biomass, whereas
STCC was better at simulating grain yield.Thus, these results raise
doubts about the quality of the parameterization of the LAI computa-
tions (plant parameters) and the relevance of the formalisms which
simulate the water fluxes (soil evaporation and transpiration) that de-
pend on LAI.

5.6. XNGM vs XNSM (Table 6)

Within the Expert-N family, XNGM and XNSM use identical routines
to simulate soil moisture dynamics (Richards equation following
Simunek et al., 1998), solute and soil heat transport (Hutson and
Wagenet, 1992), and soil organic matter turnover (Johnsson et al.,
1987), but have their own sub-modules for simulating crop growth and
evapotranspiration (Table S1). In XNSM, potential evapotranspiration
ETp is simulated following Penman-Monteith FAO56 (Monteith, 1965;
Allen et al., 1998) using air temperature and a single crop coefficient
which depends on development stage. Partitioning between potential
transpiration and soil water evaporation is calculated from the leaf area
index, assuming no soil water evaporation when LAI exceeds a value of
3. XNGM also simulates ETp using the Penman-Monteith approach but
calculates leaf and soil surface temperatures by closing the energy
balance. In addition, boundary layer resistances and turbulent re-
sistances for water and heat are calculated for the canopy and the soil
surface layer depending on crop height and wind speed, which are di-
rectly used to calculate Tp and Ep. In XNGM, actual soil water eva-
poration E is limited by soil water availability in the uppermost soil
layer (5 cm), whereas in XNSM, E is limited by maximum flux rate from
the soil surface. In both models, actual transpiration is simulated by
summing up soil-layer-wise root water uptake, but have different stra-
tegies to represent root system formation. XNGM assumes a uniform
distribution of root length density within the rooted zone, where
rooting depth increases with increasing root biomass, neglecting any

interaction with soil temperature and resource availability. In contrast,
XNSM simulates root length distribution and vertical extension of the
root system by taking into account the potential impact of unfavorable
environmental factors in the rooted soil layer. In this model, besides soil
water availability, also a maximum root water uptake capacity per unit
root length limits root water uptake from the single soil layers.

The different approaches pursued in the two models led to very
similar model accuracies when simulating E during the soil dominated
first 40 days after sowing, including the two contrasting years 2011and
2012 (Table 6). During this early phase, differences in simulated root
system played only a minor role, and both methods to simulate Ep had
similar results as simulated LAI and plant height are very low. However,
the models differed when simulating Ta during the plant dominated
period from 41 days after planting to 20 days before observed maturity
and whole-season ETa. Considering all 8 years, XNSM, the model with
the more detailed root description but a simpler approach in calculating
Tp, clearly outperformed the model with more detail in the simulation
of atmospheric demand, XNGM. In particular in the typical rainfall year
2011, XNSM simulated mid-season Ta very well. However, XNGM was
superior to XNSM in simulating mid-season Ta in the exceptional year
2012. Probably, in this particular dry year the uniform distribution of
the roots over the whole rooting zone simulated in XNGM facilitated
water uptake from deeper soil layers, where even during the drought
period, enough water was available to allow transpiration to continue
at high rates, as suggested by observations. The limiting root water
uptake capacity introduced in XNSM could be a disadvantage here since
it prevents the compensation of water uptake in the upper soil by roots
in the subsoil. This indicates that a process such as root water uptake
compensation or soil moisture redistribution by hydraulic lift could
play an important role and should be considered in a more realistic way
in crop growth models. The better performance of XNSM in simulating
evapotranspiration over all 8 years is also reflected in a slightly higher
accuracy in yield predictions compared to XNGM.

6. Consideration of potential ETp simulation

We also inter-compared potential ET (ETp) to determine whether
the source of the huge variability among the models in daily ET si-
mulations (Figs. 1 and 2) could be due to the models’ approaches for
computing ETp or whether it was more due to later restrictions from
plant and/or soil factors going from potential ETp to actual ETa. A few
models do not use the concept of potential ETp, but the many modelers
who do use the concept reported their ETp values, and they are plotted
in Fig. 10 for Phase 1. From the lower to the higher outliers, there is a
huge range, just as in Fig. 1b for actual ETa. Thus, indeed much of the
variability among the models was due to what they computed for ETp.
It appears that large improvements in the poorer models can be

Fig. 10. Box plots of daily potential evapotranspiration (ETp) reported by the modelers for 2011, Phase 1. Median values from the 29 models are also shown. This
graph corresponds to Fig. 1b for actual daily evapotranspiration, ETa.
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achieved by simply adopting the ETp methodology of the better models.

7. Conclusions with discussion

1. There was a huge range among the 29 models in their simulations
of daily ET for the initial blind phase and continuing even after the
modelers were supplied all available ET and growth observations in
subsequent phases (Figs. 1 and 2). Nevertheless, the medians were
generally close to observations except during dry periods, and even
during these periods, agreement improved with increasing information
for calibration. There was relatively little improvement with increasing
information during the first 40 days after sowing. In contrast, there was
considerable improvement in ET prediction in mid- to late-season in
Phase 3 (ET data for 2011 provided) and Phase 4 (all data provided
along with allowing water table or increased water-holding capacity at
depth). These Phase 3 and 4 improved simulations imply model im-
provements associated with prediction of either transpiration or of as-
sociated soil-root-water-uptake.

2. There were greatly differing approaches among the best seven
models for the several categories of inter-comparison, and their ac-
curacies were close to one another and to the median. For example,
Aqyield (AQY) is a simple model that uses a crop coefficient and doesn’t
even compute leaf area or biomass, yet as befitting its name, it per-
formed fairly well at predicting ET, and surprisingly, yield. At the other
extreme is the JULES (JUL) model, which has an hourly time step and
divided the canopy into ten LAI layers for which an energy balance was
computed for each. JUL did the best for predicting ET for all eight
growing seasons for blind Phase 1. Intermediate in complexity were
versions of the widely used DSSAT-CERES-Maize and APSIM-Maize
which did well at predicting both ET and agronomic variables.

While both simple and complex models did well in this inter-com-
parison, to be fair, one would expect the more complex models to be
able to handle a wider range of environmental conditions than were
exhibited by the dataset used herein, which was obtained in humid
Iowa with little drought stress. For example, in irrigated arid areas,
canopy temperatures can easily be 5 °C and more below air temperature
(e.g. Idso, 1982), and thermal development times follow canopy rather
than air temperatures (e.g., Kimball et al., 2012). Thus, those more
complex models that can compute and use canopy temperature more
likely can simulate accurate thermal crop development times (e.g.,
Webber et al., 2016).

3. Although the ensemble median was not the best for several of the
categories or phases (Figs. 3, 4 and 7–9), it was the overall best for all
four phases when considering both ET and agronomic parameters to-
gether (Table 3). That the ensemble median outperforms individual
models is consistent with previous inter-comparisons, e.g. Asseng et al.
(2015).

4. Choices made by experienced users can be as important as ap-
proaches within the models in the accuracy of predictions (Table 4).
Within this inter-comparison, there were identical versions of the same
APSIM model run by two different users with the result that one did
better than the other with reversals going from one phase to another.

5. For the case of the daily and hourly MAIZSIM models (MZD and
MZH), it made very little difference in performance whether the
weather data were supplied as actual hourly observations or whether
daily values were supplied and hourly values were simulated (Table 4).
Thus, good justification is provided for the use of daily weather data for
driving simulation models with a savings in data storage by a factor of
24 compared to hourly data.

6. In the case of SIM-PLACE LINTUL5, the older version (SLNH)
based on Hargreaves (1975) provided better estimates of ET during the
first 40 days after planting (E dominant) than did the newer version
based on FAO56 with dual coefficients and with an energy balance that
computes canopy (or surface) temperature (SLFT). However, during the
T-dominated portion of the season (41 days after planting to 20 before
observed maturity), the opposite was true, and SLFT was better most

years, but not dry 2012. Consistent with doing the better predictions of
T, SLFT produced better predictions of leaf area and biomass. However,
SLNH produced better estimates of yield suggesting that those aspects
in SLFT relating to senescence and harvest index need improvement.

7. The original soil water evaporation scheme in the DSSAT-CSM
models, which was Ritchie (1972) two-stage, outperformed the newer
default routine, which was Suleiman and Ritchie (2003) that has up-
ward movement of vapor from lower layers “directly” to E only, but not
T, at least for this dataset (Table 5).

8. With the DSSAT-CERES-Maize model, the Priestly and Taylor
(1972) approach was slightly better than FAO56 (Allen et al., 1998),
which in turn was slightly better than the ASCE Dual Kc approach
(Allen et al., 2005) at predicting ET (Table 5). The reverse order was
expected, so this conclusion might not be true in all environments.
However, the differences among these approaches were small, at least
relative to the differences due to the soil water evaporation approach
(Section 5.3).

9. Having a more realistic detailed root distribution in the case of
(XNSM) resulted in more accurate predictions of ET during the T
dominated part of the season (41 days after planting to 20 days before
observed maturity) compared to having a detailed energy balance with
canopy temperature but having a root distribution that was uniform
over the whole rooting zone (XNGM; Table 6).

10. It appeared that many of the models could not handle water-
logged conditions, such as were experienced in 2010, and many could
not handle a water table supplying extra water in drought conditions,
such as in 2012. However, these conditions were a relatively small
portion of this 8-year study.

11. Much of the wide variability among the models in their ability to
simulate ET was due to variability in the approaches used to calculate
potential ETp.

12. An objective of this inter-comparison among maize models to
predict ET was to identify those approaches that were most successful.
However, there was a huge range in complexity among the best six
approaches, and many of the other models used approaches that seem
similar to the best six (Table S1). Thus, why should there be such a huge
range in ET estimates among the 29 models with many models ex-
hibiting large over- and under-estimates from the observations? One
likely factor could be the number of users over an extended period of
time leading to greater testing of the more successful models, whereas
several of the models are relatively new and still undergoing develop-
ment. Indeed, more than once during this exercise, modelers requested
that prior submitted results be discarded and new ones used because
they had made a significant change in their model. In a recent survey
about model calibration (Seidel et al., 2018), half of the respondents
used APSIM or DSSAT models and versions of these two models fared
well in this inter-comparison. Another factor leading to a large ET
prediction range among models could be the choices made by the users
with regard to parameter choice and calibration of the models, as il-
lustrated by the difference in accuracy between two users using the
same model within this inter-comparison (Section 5.1). Another reason
is that in many cases, the ET aspects aren’t as high a priority as the
agronomic aspects to model developers and users. In the recent Seidel
et al. (2018) survey, 90% of respondents reported calibrating yield, but
only 57% for ET.

13. This exercise illustrates the need for good datasets to validate
crop growth and water use models. Besides accurate ET measurements
and accompanying weather, management, soil property, and final yield
data, such datasets also should include shallow and deep soil moisture
measurements, initial conditions, and in-season biomass on several
dates and final biomass.
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